1 Random variable

1.1 Example
The density function is given by the formula
flo) =1z -2

for z € (1, 3) otherwise 0. Determine distribution function.

1.2 Example

Determine 0.05-quantil of random variable with density function f (z) = 3 (2% 4 2z +5) /19 for

z € (0,1) otherwise zero.

1.3 Example

Verify that the formula 5exp {—5x} for > 0 is a density function.

1.4 Example

Show that random variables X and Y with density function

e
e—1

f(x,y):( >2e<wy>7 on (0,1) x (0,1)

are independent.

1.5 Example

a) Show that random variables X and Y with probability function

x\y ‘ 1 2
1 0.2 04
2 0.3 0.1

are dependent.

b) Change the second row of the probability function so that X and Y would become indepen-
dent.



1.6 Example

Determine expectation E [X] and E [Y] for random variables X and Y with probability density

function

f(z,y) =2zsin(y), € (0,1), y € (0,7/2)
1.7 Example
Find conditional probability function f (x|y) to the joint

z\y ‘ 1 2 3
1 01 03 02
2 02 01 01

1.8 Example
Random variable X has distribution function
L,
F(x) = s ee (0,2)

Determine the expectation E [X]



Solutions

Solution to 1.1
Draw the function.

The formula can be written in the following way

0 pro x <1
z—1 proze(1,2)
3—x pro z€(2,3)

0 pro z >3
The distribution function is the following integral

F(:z:):/j (b dt.

We shall integrate on individual intervals:
Forz < 1itis f(z) =0andso F(z) =0

For = € (1,2) we have

F(:z:)/;f(t)dt/;f(t)dtJr/lwf(t)dt

=0 t—Ddt=|=f2>—t| =22 —p—-4+1==-g2— 2
+/1 (t—1) Lf L 50 T =5 T 57—+ 3
and for the interval = € (2,3) we have: up to 1 it is 0, to 2 it is F (z = 2) =  (substituted to

the previous formula) and so

1 v 1 1,]"°
F(x):0+*+/ (3—t)dt—+{3t—t2] =
2, 2 2],

1 1 1 7

Check - in z = 3 the distribution function ends, and so, here must be F'(3) =1 - OK.

For z > 3 the density is again f () = 0 and so

F(z)=1.

Solution to 1.2



i 3
F(x):/o 3(t2+2t+5)/19dt:139<3;+J:2—|—5x)

and now, it should hold

_ 3 ? 2 _
F(¢)=0.05 — 19<3+< +5§)_0.05

which is the third order polynomial equation which cannot be simply solved. Must be solved

numerically.

Solution to 1.3

It is nonnegative and

oo

o 1
/ 0.5exp {—0.5z} dx = —0.5 [ eXp{—O.Bx}} =1
0 0.5 0

Solution to 1.4

Yes, they are.

2
Flo = (57) e = et e = @) 1)

or by integration

and the same for f (x).
Solution to 1.5
Solution to a)

Yes, they are dependent.
f(x)=10.6,0.4], f(y)=1[0.5,0.5]

and e.g.
flea=1r=1)=02#06-05=03=f(2) f(y)

Solution to b)



The probability function will be

z\y ‘ 1 2
1 0.2 04
2 a b

and the marginals are f () =[0.6, a + b] and f (y) =[0.2+a, 0.4+ 1].

Now, it must hold
fla=1)f(y=1)=02

it is
0.6-(024+a)=0.2

0.6-(0.4+b) =04

a=2/15 and b =4/15

Or: the rows (or columns) must be linearly dependent and sum of all is 1. That is sum of the
second column is 0.4. Then the second row is

¢(0.2,0.4) =0.4

_04_2
106" 3
Then the second row is
2 0.4 0.8
5(02,04) = (,) = (2/15, 4/15).

Solution to 1.6

Hint: E[X] = [7_xf(x)dx where f (z) is the marginal. Similarly for Y.

1
fy) = /0 2z sin (y) dz = sin (y) [12]3) = sin (y)

/2
f(x) = /0 2z sin (y) dy = 2x [cos (y)]g/2 =2x

/2
EMZA y-sin(y)dy = ()



ly =u, sin(y) =v"; v =1, v=cos(y) |

Solution to 1.7

Hint: Use definition of conditional probability function or (which is the same) normalize columns

to the sum equal to one.

x\y ‘ 1 2 3
1 |01/03 03/04 02/03 =
2 102/03 01/04 0.1/0.3

x\y ‘ 1 2 3
— 1 [1/3 3/4 2/3
2 | 2/3 1/4 1/3

Solution to 1.8
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