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Repetition of knowledge from a secondary school

We shall now consider in detail a systematic method of solving systems of linear equations. In working
with such a system, there are three basic operations involved, namely

(1) interchanging of equations (usually for convenience);
(2) multiplying an equation by a non-zero scalar;

(3) forming a new equation by adding one equation to another.

Example

Solve the system

y+2z=1,
r—2y+z=0,
3y — 4z = 23.

‘We mupltiply the first equation by 3 and substract the new equation from the third equation to obtain
—10z = 20,

whence z = —2. It follows from the first equation that y = 5, and then from the second equation that
x =2y —z=10— (—2) = 12. So the solution is [z,y, 2] = [12,5, —2].

The above example was chosen to raise the question: is there a systematic method of tackling systems
of linear equations avoiding the haphazard manipulation of the equations that will yield all solutions
when they exist, and make it clear when no solution is possible?



Definition

By a system of m linear equations with n unknown we shall mean the following system

a1171 + a12%2 + -+ - + A1 Ty = by,
a21%1 + A22%2 + - -+ + A2p Ty = ba,
Am1T1 + Qp2Zs + - + Gymp Ty = b’n’m

where x = (z1,22,...,2,) is a vector of unknowns (from R or C), aj1,a12,...,am, are the coefficients
(from R or C), b = (b1,ba,...,by) (from R or C) and b; are called the right hand sides of the system of
linear equations.

Note

We will write

ai; a2 a1n by
Ao | o a2 azn | 2= (21,29, ), bt — ba 7
Gm1  Am2 Amn bm
ail a2 A1n | by
(A\b) _ a1 a2 A2n | by
am1 Am2 Amn | bm

The matrix A is called a matriz of the system, the matrix (A|b) is called an augmented matriz.

For better undestanding we will write a system of linear equations as

n
Azt = bt or g ax; =0 fori=1,....m or

Jj=1
ary ai2 QA1p bl
L eyt = |
Am1  Am2 Amn bm

The system is completely determined by its augmented matrix. In order to work solely with this, we
consider the following elementary row operations on this matrix

(1) interchange two rows;
(2) multiply a row by a non-zero scalar;

(3) add one row to another.



These elementary row operations do not affect the solutions (if any) of the system. In fact, if the
original system of equations has a solution, then this solution is also a solution of the system obtained
by applying any of (1), (2), (3) and conversely.

Definition

The system Ax? = of, so that isb =0 = (0,0,...,0), is called homogeneous system of linear equations.
The system Az! = b*, where b # (0,0,...,0), is called the non-homogeneous system of linear equations.

Definition

We shall say that a system of linear equations is consistent, if it has a solution. Otherwise, we shall
say that it is inconsistent.

Now we will apply our knowledge on matrices to solve system of linear equations to obtain a simple
sytematic method of finding a solution.

There are three main problems

1. How to formulate necessary and sufficient conditions for the existence of a solution of the system
of linear equations?

2. How the structure of solutions looks like, hence how to describe effectively and simply all solutions?

3. How to obtain an effective methods of solving a system of linear equations.

Theorem — a necessary and sufficient condition for the existence of solution
(so called Frobenius’ theorem)

A non-homogeneous system Ax! = b has a solution, if and only if the rank of the coefficient matrix is
equal to the rank of the augmented matrix.

We can write rank A = rank (A|b).

The theorem easily follows from the following diagram equality

a11 a12 Q1n by

a21 a2 a2n bo

1+ Ty + -+ Tn =

am1 Am?2 Amn bm



Note

a) always rank A < rank (A|b),
b) if rank A = rank (A|b), then there exists a solution,
c) if rank A < rank (A[b), then no solution exists.

Homogeneous system of linear equations

From the theorem stated above it is seen that the system Axz! = o has always the so called trivial
solution (z1,z2,...,2,) = (0,0,...,0).

‘When does a non-trivial solution exist?

Theorem

If A is an m X n matrix, then the homogeneous system Ax’ = o' has a non-trivial solution, if and only
if the rank of A is less than n.

In other words, a non-trivial solution exists, if and only if the columns of A are linearly dependent.
Since A has n columuns, this is the case, if and only if the (column) rank of A is less than n.

Note

All solutions of the system of linear equations form a vector space V. Its dimension is dimV =
n—rank A, where n is the number of uknowns. So we must find n —rank A linearly independent solutions
which form the basis of the vector space V.

Note

a) Always rank A < rank (Ad),
b) if rank A = n, then only trivial solution exists,

c) if rank A < n, then a non-trivial solution exists.

Non-homogeneous system of linear equations

We know when a solution of a non-homogeneous system of linear equations exists. But how all solutions
look like?

Theorem

Let A is a m x n coefficient matrix of a consistent system of linear equations. If the rank of A is p
then n — p of unknowns can be chosen as parameters and a new system can be considered.



Note

In other words: every solution of the system Ax' = b’ can be expressed as a sum of one particular
solution of the non-homogeneous system and a linear combination of all solutions of homogeneous system

with the same matrix A.

a) Always rank A < rank (A|b),
b) if rank A = n, then there exists exactly one solution,
c) if rank A < n, then n — rank A independent solutions of a homogeneous system exist.

Gauss’ algorithm for solving a system of linear equations

We will use the results explained in Chapter II. As we know: Fvery non-zero matriz can be transformed
by means of elementary row operations to a row-echelon matriz. So working with the augmented matrix
(AJb), or simply with A in the homogeneous case, we perform row operations to transform (A[b) and A
we will obtain a row-echelon matrix. We will learn everything from a row-echelon matrix what is needed

for solving a system of linear equations.

Examples — homogeneous system of linear equations

1. Solve the following system of linear equations
z+y+2=0,
2z —y+ 2z =0,
r—2y+22=0.

We have
(ﬁllfzi 1 11 1 1 1
5 1 o|~l0 3 0)~[0 =30
5 5 0 -3 1 0 0 1

and, the following three equations follow from the last matrix:
1-2=0, -3-y=0, 1l-za+1-y+1-2=0,

thus z =0, y = 0 and z = y — z = 0. Our system has the trivial solution {(0,0,0)} only.

2. Solve the following system of linear equations
z+y+2=0,
20 —y+ 22 =0,
r—2y+2z=0.



We get
1 11 1 11 1 11
2 -1 2] ~10 =3 0)]~0 =3 0
1 -2 1 0 -3 0 0 0 0

The rank of the matrix A is 2, our system has 3 unknowns, so the vector space formed by the solutions
of our system has dimension dim V' = 3 — 2 = 1. Now we can proceed in the reversed order. We see that
the next two equations follow from the last matrix

-3-y=0, z4+y+2=0.

Soy=0,2=—-y—2=0—2=—2 We can choose an arbitrary z € R. The solutions of our system
are {(—2,0,2)},z € R.

We can write {z-(—1,0,1), 2z € R} or better we can use the style from Chapter II. and we can use the
notion of a vector space. We prefer to put

B = {(715 0, 1)}a

and express the set of all solutions using the basis of the vector space.

3. Solve the following system of linear equations

r+y+z2+t=0,
22 —y+2=0.

1 1 11 1 1 1 1
2 -1 1 0 0 -3 -1 —-2)°
The rank of matrix A is 2, our system has 4 unknowns, so the vector space consisting of solutions of

our system has dimension dim V' =4 — 2 = 2. We must find two linearly independent solutions. Now we
will use the last matrix. The next two equations follow from the last matrix

Here

—3y—12—-2t=0, xz+y+z+t=0.
We can choose, for example, unkowns z and ¢ as parameters, so that B = {(x,*,1,0), (x,%,0,1)}.

From the first equation we can calculate y = —(z + 2t), thus B = {(x, —1,1,0), (x,—2,0,1)}.

-1
Now from the second equation we can calculate x = —y — z — ¢, hence
2 1 1 2
B={(--,—-,1,0),(—=,—=,0, 1)}
{(-5-51.0), (-5, -5,0.1)}

Consequently, every solution can be written as

2 1 1 2
u= z(—g, —3 1,0) + t(—g, —5,0, 1), wherez,t € R.



Examples — non-homogeneous system of linear equations

1. Solve the following system of linear equations

r+y+z=1,
2z —y+ 2z =1,
3r+ 2z =2.
Here
1 11 |1 1 1 1 ] 1 1 1 1] 1
2 -1 2 ] 1)]~|l0 -3 0] -1|~]0 -3 0 | -1
3 01 | 2 0 -3 -2 | -1 0 0 —2 | 0

The rank of the matrix A is 3, the rank of the augmented matrix (A|b) is 3, our system has 3 unknowns,
so there exists exactly one solution. As we see, the following three equations from the last matrix are

—2z=0, 3y=-1, z+y+z=1

Wegetz:O,y:%,x:1—y—z:1—%—Ozg,sooursolutionis [%,%,O].

2. Solve the following system of linear equations

r+y+z=1,
r—y+z=2,
r+z=23
We have
1 11 |1 1 11 ] 1 1 1 1 | 1
1 -1 1 | 2|~{0 -2 0] 1|]~|0 =20 | 1
1 01 | 3 0 -1 0 | 2 0 0 0 | -3

The rank of the matrix A is 2, the rank of the augmented matrix (A|b) is 3; since 2 # 3, our system of
linear equations has no solution. (From the last matrix we obtain the equation 0z + 0y + 0z = —3 which
obviously has no solution.)

3. Solve the following system of linear equations

y+z=1,
T—2y+z=2,
T—y+2z=3.
We have
0 11 ] 1 1 -2 1 | 2 1 -2 1 | 2
1 -2 1 | 2]~{0 11 | 1]~ 11 |1
1 -1 2 | 3 0 11 |1 0 00 | O

The rank of the matrix A is 2, the rank of the augmented matrix (A|b) is 2, our system has 3 unknowns.
So every solution is of the form u+ V', where u is a particular solution of non-homogeneous system and V'
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is the vector space consisting of all solutions of the homogeneous system. The following equations follow
from the last matrix

y+z=1 x—-2y+2z=2.

a) Now we find one particular solution of the non-homogeneous system of linear equations correspond-
ing to the augmented matrix
1 -2 1 | 2
0 11 | 1)

We can choose one unknown as a parameter, for example z = 0, hence [*, *,0]. From the first equation
y=1—2z=1, so that [%,1,0]. From the second equation x =2+ 2y —z =2+ 2 — 0 = 4, so that [4,1,0].

b) Now we find all solutions of the homogeneous system with matrix

1 -2 1
0 1 1)°

We can choose one unknown as a parameter, for example z = 1, so

B ={(x,x%,1)}.

We obtain from the first equation y = —z = —1, hence B = {(*,—1,1)}. The second equation yields
x=2y—z=—-2—1= -3, therefore B = {(-3,-1,1)}.

c¢) All solutions of our system are given by

[4,1,0] + {(-3,-1,1)}.

4. Solve the following system of linear equations

r—y+z+u—2v=0,
2r4+y—z—u+v=1,
3x+3y —3z—3u+4v =2,
4z + 5y — bz — bu + Tv = 3.

‘We have
1 -1 1 1 -2 ] 0 1 -1 1 1 -2 ] 0
2 1 -1 -1 1] 1 N 0 3 -3 -3 5 | 1 N
3 3 -3 -3 4 | 2 0 6 -6 —6 10 | 2
4 5 -5 =5 7] 3 0 9 -9 -9 15 | 3
1 -1 1 1 -2 | 0
N 0 3 -3 -3 5 | 1 N 1 -1 1 1 -2 ] 0
0 0 0 0 0 | 0 0 3 -3 -3 5 | 1)°
0 0 0 0 0 | 0
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The rank of the matrix A is 2, the rank of the augmented matrix (A|b) is 2, our system has 5 unknowns.
So every solution has the form u + V', where u is a particular solution of non-homogeneous system and

V' is the vector space of dimension 3.

a) Now we find a particular solution of the non-homogeneous system corresponding to

1 -1 1 1 -2 |0
0 3 -3 -3 5 | 1)

We can choose three unknowns as a parameters, for example z = 0, v = 0, v = 0, thus [x,%,0,0,0].
From the first equation we get 3y = 1, so that [« L 0,0,0]. From the second equation, z = L which

13 3
gives [%, %,0,0,0}.

b) Now we find all solutions of the homogeneous system with matrix

1 -1 1 1 =2
o 3 -3 -3 5)°

We can choose three unknowns as parameters, for example z, u, v, hence

B = {(*7 *703 O’ 1)’ (*7 *703 1’ 0)’ (*7 *7 130’ 0)}'

From the equations z —y+2+4+u—2v = 0 and 3y —3z—3u+5v = 0 we obtain three linearly independent
vectors

B= {(%,—g,o,o, 1),(0,170,1,0),(0,171,0,0)}.

c¢) All solutions of our system are given by

[% %,070,0} n {(% —g,o,o, 1), (0,1,0,1,0), (0, 1, 1,0,0)}.

Systems of linear equations with a regular matrix

Theorem

Let Axz' = b be a non-homogeneous system of linear equations where A is a regular matrix n x n.

Then the system has only one solution
S(}t — A_lbt,

where A~! is an inverse matrix of matrix A.
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Matrix equations

Definition

Let A be a matrix of size m x n and B a matrix of size m x p. By a matrix equation we shall mean
the equation of the form

A-X =B, where X isa matrix of size n X p.

Theorem
The equation A - X = B has a solution, if and only if the rank of matrix A is equal to the rank of
matrix (A|B).

Note
There are three possibilities

1. If A- X = B, where A is a regular matrix, then the equation has only one solution X = A~!- B.

2. If A- X = B, where A is not a regular matrix and rank A < rank (A|B), then the equation has
no solution.

3. If A- X = B, where A is not a regular matrix and rank A = rank (A|B), then the equation has
more than one solution. All solutions form a vector space of dimension p - (n — rank A4).

Exercises

Find matrices X for which

1 1 1 1 2 2 1 1 1 1 2 1 11 11

2 01 X=101 11, 01 1 X=10 11, 01 1|-X=1]01

0 1 1 1 0 2 1 2 2 1 0 1 2 2 1 0
* k% %

Exercises

1. Solve the system of linear equations
a)

20— y— z =4,
Sx+4y—2z = 2,
3r—2y+4z = 11.

(i+1a+ Q1—Dy+(1+d)z=1,
(1 —9)z+(1+43i)y+(: — 1)z =0,
z+ (1+d)y+ iz=1
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22+(2 4 24)y+ 2iz =1,
(1 —9)z+(143i)y+(: — 1)z =0,
I+dz+ (1—dy+(1+4d)z=1.

T+ 21z =1,
iz+(2—)y+(i+ 1)z =1+1,
(1—d)z+ iy— z =1
4o+3y+2z = 1,
z4+3y+5z =1,
3z+6y+9z = 2.

20— y+3z=0,

z+ 3y+2z =0,
3z— dy+4z =0,
2+17y+4z = 0.
z+3y+ 2 =5,
22+ y+ z =2,
T+ y+5z=—T.
o+ y—3z = —1,
20+ y—2z =1,
T+ y+ 2z =3,
z+2y—3z = 1.
z+ Jy+2z =2,

22— y+3z=7,
3r— Sy+4dz = 12,
x+17y+4z = —4.
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z+ y+ 2+ u=0,
z+2y+32+ u =0,
r+3y+52+ Tu = 2,
r+4y+72+10u = 0.

z+2y— 2+ u=1,
20— y+4z+10u = 2,

T+ 3z— bu =15,
2z+5y+2z+ 2u = 16.

204+3y— z+42u =3,
ST+Ty—4z+7u =8,

TH2y+ z2— u=1,
do+Ty+ z =5.

z4+2y+32z— u =0,
T+5y+52—4u = —4,
T— y+ z+2u =4,
z+8y+T7z—Tu = 6.

x+3y+52z+Tu = 12,
3x+by+7z4+ u =0,
Sr+Ty+ z+3u =4,
Tr+ y+3z+5u = 16.



r— 2y+3z—4u =4,
y— 2+ u= -3,

z+ 3y— 3u=1,
—Ty+3z+ u = —3.

2y+3z+4u = 0,
T+ 3z+4u = —1,
r+2y+ duy = -1,
r+2y+32 =—1.

T+3y+52z+7u = 12,
3x+5y Tz+ u =0,
5r+Ty+ z+3u =4,
Tr+ y+3z+du = —1.

3x+ y+2z— u =2,

2z+3y— z+3u = —1,

dr+2y+2z+ u =3,
z+2y— 2+ u=1.

r—2y+3z2—4u =4,
Yy— 24+ u= -3,

z+3y— 3u=1,

— Ty+3z+ u = —3.

204+ y— z— u =4,
4+ y+ z+ u=2,
r+2y+32+4u =17,
3x+2y—Tz42u = 13.
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2z+3y+ Su =2,
T+ y+524+2u =1,
22+ y+3z+2u =3,
z+ y+3z+4u = 3.

. Solve the system of linear equations

T+2y = -1,
y+z =0,

T— u=-1,

T+ y—z4u = 2.

z+3y+z— u—3v =2,

dr— y+z—3u— v =4,
—Tx+by—z+ u— v = =5,

T—5y—z— ut+ vv = —2.

3z+ y—2z+ u— v =1,
2r— y+T7z—3u+bv =2,

r+3y—224+dbu—"Tv = 3,
3x—2y+7z—5u+8v = 3.

20— 2y+2z— u+ v=1,
z+ 2y— z4+ u— 2v =1,
4x—10y+5z—bu+ Tv =1,
20+14y+72—Tu+1lv = —1.

2z+ y+ z+ ut v =2,
z4+2y+ z+ u+ v =0,
z+ y+32+ u+ v =0,
4+ y+ z+4u+ v = -2,
z+ y+ z+ utdv =5.



z+2y—3z+4u— v = —1,
20— y+3z—4u+2v =8,
3z+ y— z+2u— v =3,
dr+3y+4z+2ut2v = =2,

rz— y— z+2u—3v = —3.

z— y+ z+ u—2v =0,
24+ y— z— ut+ v =1,
3r+3y—3z—3u+4v = 2,
4z+5y—5z—du+Tv = 3.

y+224+ 2ut v=2,

T+ z42t+ ut2v =1,
2r+y+ 2+ ¢t =2,
y+2z =0.

y+2z+ 2t+ 2v =0,
r+2y+ 2+ 2t+ ut+ =0,

y+2z4+  t42u =1,
2z+2y+ z+t+ v=0.
+ y =—1,

3z+3y— z= 0,
20— y—2z =—4+4 3i.

20+ y+4z+ t =1,

+3y+62+2t = 3,
3x+2y+2242t =1,
2r+ y+2z =4,
4x+5y+ 244t =4,
5r+by+3z+2t = 4.

15
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3. Solve the system of linear equations (a is a real parameter)

a)

dz+ y+ 2z =0,
z+ay— z=0,
6x+ y+2az = 0.

z+3y+ z =1,
2z— y—3z =0,
3x+ay—2z = 3.

224+ y+ z=6—a,
2243y+2z = 11 4+ 5a,
2z+2y+3z = 7 + 8a.

r+ y+az+ u=a,
ar+ y+ z+ u=a,
4+ y+ z+au =1,
rH+ay+ 2+ u=1.

S5r—3y+2z+ 4u =3,
dx—2y+3z+ Tu =1,
8xr—6y— z— dbu =29,
Tr—3y+7z+17u = a.

ar+ y+ z4+u =1,
r+ay+ z+u = a,

r+ y+azt+u = a’.

2z4+3y— z =0,
ax+4y+2z = 0.
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ar— 2y+ z =0,
3x+2ay— z=0,
a?r+ y+(a—1)z =0.

(a+ 1)+ y+ z = a* + 3a,
z+(a+ 1)y+ z = a® + 3d?,
x+ y+(a+ 1)z = a* + 3a>.

4. Solve the system of linear equations (a,b are real parameters)

a)
ax+ by+ z =1,
r+aby+ z=0,
r+ by+az =1.
b)
ar+ y+ z=1,
(b—1)by+ z=0,

2ax+ 2by+(b+5)z = 20b.

5. Solve the system of linear equations (a,b,c are real parameters)

a)

z+ y+ z=1,
ax+ ay+ bz = c,

a’z4a’y+b’z = 2.

ar+ y+ z =1,
r+by+ 2z =1,
T+ y+cz = 2.



6. Solve the system of linear equations (a,b,c,d are real parameters)

a)
z+y+ =a,
y+z+ =0,
Z+u = c,
T+ v=d.

b)

ax+ y+ z=2>,
rt+ay+ z =c,

r+ y+az =d.



