
Mixture with state-space components

State estimation with single model

Notation dt = {ut, yt} .

For a single state-space model we have
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=
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State estimation with mixture model

For one component it is the same, only all indexed by the pointer value (ct = j).

fj (xt|d (t)) ∝
�
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fj (yt|xt, ut) fj (xt|xt−1, ut) fj (xt−1|d (t− 1)) dxt−1

It means, that each component has its own state which is separately estimated.

The proximity measures the discrepancy between the estimated model of a variable and the reality represented by t

measured value of this variable. The only variable that can be measured during the state estimation is the output



(the input is assumed to be generated by us). So, the model is fj (yt|ut, d (t− 1)) which is provided by the Kalman

�lter procedure. This model also re�ects the correctness of the state estimate.

From this point of view, the proximities are

qj = fj (yt|ut, d (t− 1))

with the inserted value of the measured output y.

Another way of de�ning the proximity is to use the point estimate of y = ŷ (from the above pdf) and to base the

proximity on a suitable function of the prediction error epj = ŷj − ypj like e.g. the following one

qj =
1

(ŷj − ypj)
2 .

The �nal state estimate is combined from component ones with the weights de�ned as normalized proximities.


