
Poisson model

Model

f (y|λ) = exp {−λ} λ
y

y!
, y = 0, 1, 2, · · · , λ > 0

Likelihood

L (λ) ∝ (exp {−λ})κt
λSt∏
yi!

with statistics St and κt.

Update of statistics

St = St−1 + yt

κt = κt−1 + 1

Point estimate of λ

λ̂t =
St
κt

Program and its description

Back to Main



Derivation

Product of models for y1, y2

exp {−λ} λ
y1

y1!
exp {−λ} λ

y2

y2!
= (exp {−λ})2 λ

y1+y2

y1!y2!

and generally (likelihood)

L (λ) = (exp {−λ})N λy1+y2+···+yN

y1!y2! · · · yN !
= (exp {−λ})κN

λSN∏
yi!

Derivative of the likelihood je∂L∂λ = −κN exp {−λ}κN−1 λSN∏
yi!

+ (exp {−λ})κN SN∏
yi!
λSn−1 = 0

κNλ = SN

From which

λ̂ =
SN
κN


