Elementary KNIME programs

Generation of data

KNIME: Task00 dataGenerator
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CSV Writer
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Logistic regression

KNIME: Task01 Logistic Regresion

Logistic Regression

Example of how to build a basic prediction / classification
model using logistic regression.
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1 Clustering

1.1 K-means clustering

KNIME: Task02 k-Means Clustering

k-Means clustering

Clustering of the iris dataset

Visualization of learning data clusters
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1.2 K-medoids clustering
KNIME: Task03 k-Medoids clustering
k-Medoids Clustering
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1.3 C-means clustering

KNIME: Task04 c-Means Clustering

c-Means Clustering

Fuzzy clustering of the iris dataset
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1.4 DBSCAN - density based clustering

KNIME: Task05 Density Clustering

- two variables from iris data

Density clustering - DBSCAN
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1.5 Hierarchical clustering

KNIME: Task06 Hierarchical Clustrig

Hierarchical clustering

Construction of decision tree and using it for clustering.
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2 Classification

2.1

KNIME: Task07 k-NearNeighb

K-nearest neighbour classification

K nearest neighbour
Application of the k nearest neighour priciple for classification.
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2.2 Decision tree classification

KNIME: Task08 Decision Tree

Decision Tree

Prediction (classification) using a decision tree.
Dataset describes wine chemical features.
Output class is wine color: red / white
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2.3 Support vector machine classification
KNIME: Task09 Support Vec Mach
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